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Abstract—Artificial Intelligence (AI) deals with programming 
systems to take decisions on their own. The use of Machine 
Learning (ML) concepts in giving systems to learn an algorithm 
and make corrections by training itself is an important tool for 
human beings, as it removes the possibility of writing programs 
manually for every probable iteration of any functionality. This 
ability is used as an essential way of predicting and detecting the 
onset of seizure with the help of Electroencephalogram (EEG) 
data. The system is provided with the data and, as it gains 
experience, the model can easily detect and give an accurate 
prediction of the onset of seizure before the  actual  seizure  
attack and displays on the LCD screen.This system is patient- 
independent. 

Index Terms—EEG, neural network, seizure, epilepsy 

 
I. INTRODUCTION 

Seizure attack is the phenomenon when the brain under-  

goes a sudden surge of impulses, which disorders the brain  

functionality. This attack can occur on any circumstance, and 

it also depends on innumerable factors that the patient would 

have had before or during the attack. Due to this unpredictable 

nature of seizure attacks, doctors have found it difficult to 

provide proper medication and pre-attack measures that the 

patient can undergo in order to be prepared better for further 

such attacks in the future. Although some seizure attacks are 

very minor and sometimes would not be perceived during 

normal activity, there might be cases where it could become 

fatal. One of the most brutal causes associated with seizures  

is epilepsy. 

When an epileptic attack occurs, the patient loses control 

over his body, and his entire nervous system  is  disrupted. 

This would sometimes lead to unconsciousness and retarded 

behaviour. A large proportion of the population that exists 

suffer seizures due to unhealthy live styles, but no proper 

method has been devised for their control. The major causes  

of epilepsy is the existence of some injury that a person would 

have suffered with his brain(tumors, head injuries, strokes etc.) 

Electroencephalogram (EEG) is a report of all the brain 

activity. It contains vital information that can aid in detection 

and prediction of epileptic seizures. Many different compo- 

nents exist in the EEG graph, for instance the ictal and preictal 

stage. By experimentation, it can be shown that the preictal  

stage contains information, using which the detection of the 

seizure prior to the attack can be done efficiently. This model is 

aimed to create a system that accurately detects the presence of 

this information in the preictal state, from which the successful 

prediction of an epilepsy attack can be done. 

II. LITERATURE SURVEY 

A. Data set 

The data represents 23.6 seconds clips of preictal and 

interictal training and test readings for 3 electrodes on 250 

epileptic humans and 250 non-epileptic humans to give a 

single voltage. Each row represents a single person. So, 500 

rows are present in the dataset. The columns contain electrode 

readings at a particular time segment. The names of the EEG 

electrodes are given in a vector as X1,X2,..X11. The last row 

’Y’ shows the classification. 
 

Fig.  1.   Data set 
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There is no guarantee that the EEG sensors were placed on 

the exact same location on the patient’s brains or arms. 

The original data set had of 5 different folders. It had 100 

files, with each file that represented a single person. Each file 

was a recording of brain activity for 23.6 seconds. The corre- 

sponding time-series is sampled into 4097 data points, which 

is divided and shuffled into 23 chunks, each chunk contains 

178 data points for 1 second, and each data point was the 

value of the EEG recording at a different point in time. Each 

information contains 178 data points for 1 second(column), 

the last column represented the label y 1,2,3,4,5. 1 represents 

epileptic group, the rest were non-epileptic groups, as cited  

by the reference paper. Here, the data set was created by 

correlating with the original data set that could be measure    

by the EEG sensors available. 

B. Data Preprocessing 

The data preprocessing consists of a data mining technique. 

EEG data was taken directly through the sensors attached. This 

data was raw which cannot be interpreted by the algorithm. 

Therefore it had to be transformed into an understandable 

format. These tasks were done before using the data set: 1. 

Data cleansing 2. Data editing. 3. Data reduction 4. Data 

wrangling 

Another important process involved was feature scaling. 

Feature scaling was done to remove additional variables that 

are available in the data proclaimed. By doing so, the data 

could be used for comparing using a common ground. 

III. METHODOLOGIES 

The  data  set  as  cited  in  the  reference  paper[1],  II-A,   

is sampled into 178 data points one second. 250 epileptic 

people and 250 non-epileptic peoples’ data was created and 

considered.For the created data set, ’2’, ’3’, ’4’, and ’5’ were 

grouped as ’0’ and ’1’ was labeled ’1’, with reference to the 

original data set. The data set created, has 11 data points for 

23.6 seconds and the label ”y”, which had the classification. 

This label has 2 different numbers assigned, and each number 

represents the conditions that was put in place during the 

recording session of the EEG. This data set was shuffled for 

proper training. 

0 - Non-epileptic, Normal person 

1 - Epileptic Activity of the person 

The entire decision making algorithm comprised many 

algorithms that combined together to provide the maximum ef- 

ficiency. The four component functionalities that were present 

in the algorithm were: 

1. Feature extraction 

2. Normalization 

3. Dimensional reduction 

4. Classification 

Short-Time Fourier Transform (STFT) was mainly used to 

extract the essential features that is required for the seizure  

detection. Since it was domain-specific, STFT also provides 

vital information when the EEG signals were read. The EEG 

data was a short clip, usually 8-10 minutes long, and it 

covered both the preictal and interictal stages[1]. However, 

there was a lot of information that was interfering in the 

feature extraction, and had to be either reduced or removed 

completely. The candidates were either going to be Principal 

Component Analysis (PCA) or Discrete Wavelength Trans- 

form (DWT)[2]. On experimentation, it was found that DWT 

actually removed key parts of  the  signals,  which  hindered 

the accuracy of STFT, whereas PCA enhanced the accuracy, 

making STFT perform better  with  PCA.  PCA  also  helped 

in two other important functions, normalizing the data, and 

most importantly, reduced the dimensions. This made STFT 

to perform feature extraction without the interruption of the 

non-essential parts of the data[3][7]. The final step involved the 

simple binary classification. The two algorithms considered for 

this was the Logistic Regression (LR) and the Support Vector 

Machine (SVM). It was seen that LR had the upper hand in the 

model, due to its higher classification rate than SVM when the 

training data was provided. The reason for this could have been 

the way LR functions. LR uses a probabilistic approach during 

classification, as opposed to SVM’s more strict approach. Due 

to the noise present in the  training  data,  SVM provided a 

low classification accuracy due its interference[4]. K-Nearest 

Neighbour (KNN) could have also been used, but the noise 

hindrance made it impossible to distinguish the data points 

accurately, and thus the classification got affected as cited[5]. 

In this paper, we are using Artificial Neural Networks 

(ANN) was used so that any noise could be controlled and 

the human interference in the training process is very less. 

ANN could be also one of the method that gained highest 

accuracy also. 

 

Fig. 2. Hardware Connection 

 

 

IV. RESULTS 

Due to the lockdown,  the  data  that  would  be  provided  

by a recognised medical institute could not be provided, the 

sufficient training of the model could not be done. The data 

was scarce to begin with, due to the kind of data that was 

needed for the training process to take place, the algorithm 

had to be suffice with the little amount of information that  

was in hand. Another problem that was encountered was the 

overall information that can be derived from the existing data. 
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Due to lack of background information regarding the processes 

that were exercised during the recording, some of the aspects 

that may have made an influence to the subsequent results, the 

algorithm could not categorically and precisely predict. 

With a data set that was small in size and predicted results 

already known, the algorithm showed an accuracy percentage 

of 100%. A resolve was made to create a new data set by 

physically taking EEG recordings from the sensors connected 

to the system. This method is a tedious task, as the process 

involves recording of data without the intervention of noise, 

and mapping the information with the data set that was in 

possession. Only a small subset of the data was created. The 

epochs are uploaded and the accuracy can be seen as almost 

100%. The output is given in terms of correlation to the data 

 

Fig.  3.  Epochs 

 

set, hence it is a decimal number. In order to normalize it, a 

threshold is specified. Here, 0.2 is specified as the threshold  

to the correlation. It is taken threshold in order to save a 

patient from any minor epilepsy too, so that the person can 

necessary precautions. Any correlation below 0.2 indicates 

non-epileptic stage. All those above 0.2 has been into epileptic 

stage. The output is accurately specified and the output is 

predicted successfully. 

 

 
Fig.  4.  Output 

 

With that data set in hand, the accuracy shown by the 

algorithm was significantly reduced. Repeated testing showed 

a varied range of percentages. These were, however, got fit 

into a range of around 50 to 70 %. The algorithm had to be 

suffice in giving these accuracy levels until proper training of 

it could take place. 

V. CONCLUSION 

The aim of the  project  was  to  detect  and  predict  onset 

of seizure attacks before their occurrence, such that the said 

patient can take relevant steps for their safety. A neural 

network was designed that was subjected to training by feeding 

EEG data. The prediction is done by the detection of the 

preictal stage of EEG. This stage contains information and 

shows certain characteristics when an epileptic attack would 

occur. The task of the neural network is to detect the preictal 

stage, study the information it possesses, and perform a binary 

classification. The data set for training is recorded with an 

EEG sensor, along with a pulse reader and a temperature 

sensor, as they also aid in detection of the preictal stage. The 

recording procedure follows a detailed method, by which the 

EEG data is recorded with as minimum noise as possible. Be- 

fore feeding this data to the network for classification, certain 

preprocessing steps are taken in order to remove the recorded 

parts which are not required and also has a negative effect    

on the classification. The data is then given to the network,  

which performs the classification, and predicts whether the 

patient is going to have a seizure attack. As stated previously, 

the unseen events of the current year put us in a tight situation. 

The pandemic prevented us from getting the right amount of 

data that was of utmost importance in efficiently providing the 

necessary training of the neural network. But it was impossible 

as the neural network was heavily dependent on the data 

provided by a reputed medical institute, and also given the  

fact that such information was considered confidential, and 

hence was not found on the internet. If provided with sufficient 

amount of data for training, the network can give a prediction 

accuracy of about 80 to 90 %. 
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